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Who we are
• Document Understanding 
• Digital Transformation 
• Compliance 

Nelson Correa, Ph.D. 
• Developer and R&D in AI/ML/NLP 
• ex-IBM, ex-Academic, Entrepreneur 



Enterprise Semantic Search 

• Enterprise Search 
• Semantic Search



 Exploring term and dense vector indexing

• Enterprise Search 

• Multiple enterprise data sources


• Data, media and documents


• Technology: Relational, no-SQL, Other


• Structured and unstructured (text & media)


• Semantic Search 

• Data semantics: tokens vs. “token meanings” 


• Similarity: discrete symbols vs. dense vectors


• Semantic Web: URIs, Relations, Schemas

Enterprise and Semantic Search Document vector space model

Each term is a dimension of the space.

Salton, 1975 

Semantic web 

RDFa and RDF Graph

Wikipedia

Neural document embeddings

arbitrary ML-learned dimensions



Agenda
Information retrieval, NLP, deep learning and AI models

1. Introduction: Enterprise search and Semantic search

2. Information Retrieval: Traditional and neural

3. NLP and Large Language Models

4. Financial semantic search for CFPB consumer complaints

5. Data visualization in dense vector spaces: UMAP

6. Evaluation, metrics, model risk and ethics 

Questions



Modern Information Retrieval (IR) 

Search in large document collections



Traditional vector space model

• Documents, queries, tokens, document collections


• Vocabulary (V): set of tokens in a document collection 
( |V| range 104 to >106 )


• Indexing:


• SMART vector space model (VSM)


• Each Document and Query are |V|-dim vectors


• Binary (one-hot), Count, Weighted (e.g., TF-IDF)


• Search: Similarity (dot-product or cosine) of Query 
and Document Collection


• Each token is unrelated to every other one; lexical gap


• Indexing improvements: Stop words, stemming, 
lemmatizing, query expansion

Information Retrieval

Vocabulary size = 10

Four documents d1, …, d4 indexed as 10-dimensional vectors



Dense vector encoder (BERT) 

• Traditional VSM is high-dimensional ( |V| ) and sparse, 
and tokens are discrete (symbolic).


• Dense vector space representations (50 to +1000-dim)


• LSA (SVD), LDA dimension reduction


• word2vec, doc2vec, FastText, neural methods


• Transformer models (BERT, dim = 768) 

• Methods: self-supervised ML


• corpus-based statistics and tasks (e.g., MLM), 
non-contextual/contextual word representations


• Bi-directional or auto-regressive models


• ADVANTAGE: Word, sentence and document similarity, 
via vector similarity (cosine or dot-product) 

Information Retrieval

BERT output embedding dimension = 768

Four documents d1, …, d4 indexed as 768-dimensional vectors



Financial semantic search of 
CFPB consumer complaints



Consumer financial complaints

• FinTEC and FinNLP


• Financial data and document analysis; structured 
and unstructured data


• Extraction, classification, search, prediction, …  

• Consumer Financial Protection Bureau (CFPB), 2010


• CFPB consumer complaints database (CCD)


• Collected since 2011, over 2,600,000 complaints 
(994,000 in 2021)


• “complaint_what_happend” (narrative text)


• Label fields: Company, Product, Issue


• Other fields: Date, State, ZIP code 

Financial semantic search



FinBERT and FAISS

• Document embeddings: FinBERT (FIN custom BERT)


• https://arxiv.org/abs/1908.10063  

• ANN: FAISS indexing and search (Meta)


• Billion-scale data sets (k-NN graph)


• Original use case: Image search


• Input: object dense embedding (image, text, …)


• https://arxiv.org/abs/1702.08734 (FAISS) 

• Available in HuggingFace transformers library and 
several db engines (Elasticsearch, PostgreSQL)


• CFPB Semantic search application (notebook):  
FinBERT, FAISS, Elastic/Postgres, Flask/Node

CFPB Semantic search
Document/Media


Collection

Document/Media

Query 

FAISS - source: Meta

https://arxiv.org/abs/1908.10063
https://engineering.fb.com/2017/03/29/data-infrastructure/faiss-a-library-for-efficient-similarity-search
https://arxiv.org/abs/1702.08734
http://www.apple.com
localhost:8888/notebooks/nctalks/pydata2022_cfpb_ess.ipynb


Sample queries & Demo

• Example queries (information needs)


• Use cases (IR, QA …); granularity query/document


• Queries about product, issue, company, sentiment


• Meta-queries (queries about the collection) 

• Comparison to other models and approaches


• Alternate transformer models: Multi-QA-MPNet; 
DistilBERT MS-MARCO


• TfidfVectorizer/BM25: add_faiss_index vs. 
add_elasticsearch_index


• Speed (Intel i7-860 Processor; 66,000 records)


• Query embedding: 150 ms


• FAISS k-NN search: 20 ms

CFPB search examples 

localhost:8888/notebooks/nctalks/pydata2022_cfpb_ess.ipynb%23Sample-queries


Evaluation, visualization, risk



Benchmarks, systems, metrics

• Use dense embeddings with caution, per use case


• Evaluation benchmark


• Document collection


• Queries (information needs, use cases)


• Document relevance judgements 

• Systems: Models & FAISS vs. e.g., BM25 (Elasticsearch)


• BM25 is a robust and competitive baseline


• Metrics: Precision, recall, F1, MAP, MRR, Recall at K


• Existing benchmarks: 


• REUTERS, NIST MUC, TREC, CLIR,  
LETOR Learning to Rank, MS-MARCO, MRPC


• BEIR (UKP-TUDA): https://github.com/UKPLab/beir 

Evaluation

Learning to rank system

Wikipedia

BEIR benchmark zero-shot system performance (https://arxiv.org/abs/2104.08663)

Source: Ubiquitous Knowledge Processing Lab, Technische Universität Darmstadt

https://github.com/UKPLab/beir
https://arxiv.org/abs/2104.08663


Understand your data clusters

• Space dimensions in ML-embeddings 
have no intrinsic meaning (unlike VSM) 


• Dimensionality reduction maps dense 
high-dimensional spaces to 2D or 3D


• UMAP - Uniform Manifold Approximation 
and Projection for dimension reduction 
(alternative to t-SNE)


• https://github.com/lmcinnes/umap 

• Apply to 768-dim encodings to reduce to 
2D for visualization

Data visualization

https://github.com/lmcinnes/umap


Models, data, use cases, evaluation

• Model risk 


• Vector search rankings vs. symbolic search


• Semantics of vector spaces (clusters and labels)


• Data risk: representation and bias, in training and evaluation


• Interpretabiliy and explainability of machine learning models 
is critical 

• Ethics for the use of AI/ML in "high-impact tasks in areas such as 
law enforcement, medicine, education, and employment.” 

• Model cards


• Model details, Intended use, Factors, Metrics, Evaluation 
data, Training data, Analysis, Ethics, Caveats


• https://arxiv.org/abs/1810.03993 (Mitchell et al., 2019)


• AI/ML governance and regulation (cf. GDPR)

Model risk and ethics

https://digital-strategy.ec.europa.eu/en/policies/european-approach-artificial-intelligence

https://arxiv.org/abs/1810.03993
https://digital-strategy.ec.europa.eu/en/policies/european-approach-artificial-intelligence


Conclusion



AI/ML enterprise semantic search

We presented enterprise semantic search on the CFPB 
consumer complaints database with recent results and 
PyData tools.


• Contrasted high-dimensional term-based indexing 
(traditional IR) to dense vector document 
representations for search. BM25 is a strong baseline.


• CFPB Semantic search with the HuggingFace 
transformers library


• FinBERT & other transformer models (embedding)


• FAISS fast indexing and search


• Model risk and ethics considerations, including use of 
model cards and AI/ML governance


• GitHub Jupiter notebook and slides 
https://nelscorrea.github.io/PyData_Miami_2022

Conclusion

• Text Classification 

• Document Automation 

• Information Extraction 

• Regulatory compliance 

Contact: nelson@andinum.com 

Twitter: @nelscorrea

https://nelscorrea.github.io/PyData_Miami_2022
mailto:nelson@andinum.com

