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Abstract — A core use case in artificial intelligence and 
natural language processing (NLP) is automatic text 
classification of documents, for the efficient, transparent and 
reliable handling of the billions of documents generated each 
year as part of business and government operation. Our 
application for document analysis uses deep learning for 
Neural Text Classification, with recurrent (Bi-LSTM) and 
transformer neural networks (DistilBERT and FinBERT). We 
compare the new models against traditional TF-IDF bag-of-
words machine learning models, and evaluate text 
classification on a corpus of over 2,600,000 consumer financial 
complaints from the U.S. Consumer Financial Protection 
Bureau (CFPB), an agency of the U.S. Federal government 
created as a result of the 2008 financial crisis. Our analysis 
shows the superiority of the transformer models, with a 
classification accuracy of 88.05% on the task formulated. 
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I. INTRODUCTION 
Recent advances in artificial intelligence, machine 

learning and natural language processing (AI/ML/NLP) have 
enabled the development and deployment of business 
applications for tasks of sensory perception (vision, speech, 
sound, touch) and tasks that require a high level of cognitive 
ability (language understanding, visual scene analysis, 
reasoning and decision-making) for applications in the real 
and the virtual world [1]. 

Businesses and government are run on laws, rules and 
regulations, captured in millions of documents, that in turn 
generate billions of other documents every year, as a result of 
businesses and government operation. Text classification [2, 
3] and other tasks in natural language processing find wide 
use in digital business transformation [4], for automation of 
document  and other business processes.  

In this paper we present consumer financial complaint 
classification on a corpus of over 2,600,000 complaints with 
"product" and "issue" labels, from the U.S. Consumer 
Financial Protection Bureau (CFPB) [5], an agency of the 
U.S. Federal government created as a result of the 2008 
financial crisis (Dodd-Frank Act of 2010) [6].  

In this work we use recent deep learning models for 
Neural Text Classification, including recurrent [7, 8], 
attention [9] and transformer neural networks [10]. One of 
our aims in the paper is to compare the performance of the 
new neural models on the CFPB dataset against classical 
information retrieval methods [11], with traditional TF-IDF 
weighted bag-of-words machine learning models. The 
characteristics and classification accuracy of the baseline and 
neural models developed are discussed, obtaining 88.05% 
accuracy on the classification task.  

The contributions of this paper are:  

1. Description of the CFPB dataset and recent neural 
models for text classification;  

2. Evaluation of five machine learning models for text 
classification on the CFPB dataset;  

3. A transformer large language model with an accuracy 
of 88.05%, that outperforms previous models and is 
suitable for automatic classification of CFPB complaints. 

The paper is not only technical, but instead also presents 
the business problem, the technical approach and 
methodology common to  the execution of modern machine 
learning and artificial intelligence projects, and the 
opportunities and key societal and ethical implications of 
development of these new technologies. 

II. CFPB CONSUMER COMPLAINTS DATABASE 
The CFPB consumer complaints database has been 

continuously collected since the end of 2011, with 
approximately 994,000 complaints received in 2021 alone, 
and over 2,600,000 complaints (2.6 GB data) total. 

In this paper we use a previously-made available version 
of the CFPB dataset from Kaggle, including data up to 2016 
[12]. This subset of the CFPB dataset contains 555,957 
records, with 66,806 records with non-empty complaint 
document texts. 

A. Data fields and consumer text narratives 
The CFPB database is available in CSV and JSON data 

formats. We use the CSV format. Each record contains 18 
fields, with key fields “complaint_id”, “date_received”, 
“complaint_what_happend”, “company”, “state” and 
“zip_code” and label fields “product”, “sub-product”, “issue” 
and “sub-issue”. The consumer complaint narrative is 
“complaint_what_happend”, and the data labels “product” 
and “issue”, may serve as target classification labels (Fig. 1). 

The consumer complaint narrative on the subset used 
here has 66,806 documents, 12,736,164 words, and a 
vocabulary of 49,451 unique words, with mean document 
length of 190.6 words (minimum of 2 and maximum of 
1,284 words). The distribution histogram of complaint length 
in words is shown in Fig. 2. 
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Fig. 1. Sample CFPB database records



The following is a sample extract of a complaint record 
with  a short narrative. 

“I became a victim of identity theft 
couple of years ago. After that incident I 
have noticed many incorrect and unauthorized 
items appeared in my report. So, I am 
requesting that you delete all the following 
ACCOUNTS AND INQUIRIES from my credit report 
immediately.”  

It is important to note that consumer complaint narratives 
in the publicly released CFPB database are included only 
with consumer consent and after taking steps to remove 
sensitive information (names, addresses, account numbers 
and other personally identifiable information). 

In this paper we focus on the fields “complaint_id”, 
“complaint_what_happend” and “product”, and comment 
briefly on the “issue” field. 

B. Data labels: “Product” and “Issue” 
Complaints in the CFPB database are classified in a two-

level hierarchy of “product”, “sub-product” and “issue”, 
“sub-issue”. We describe “product” and “issue” next. 

The “product” label includes 13 consumer financial 
product and service categories (collectively “product”): 
Credit or consumer reporting; Debt collection; Credit card; 
Checking or savings account; Mortgage; Money transfer, 
money services, and virtual currencies; Vehicle loan or 
lease; Prepaid card; Student loan; Payday loan , title loan, or 
personal loan;  and Credit repair. 

For the purposes of this work, there are eleven “Product” 
categories  of the original thirteen in the data subset used. 

With this, the “Product” categories are:  

1. Bank account or service 

2. Consumer Loan 

3. Credit card 

4. Credit reporting 

5. Debt collection 

6. Mortgage 

7. Student loan 

8. Money transfers 

9. - 11. Payday loan, Prepaid card, Other financial service 

Complaints in the CFPB database are also classified into 
over 90 “issue” categories, including (top 5): “Problem with 
a credit reporting company”, “Incorrect information on your 
report”,“Improper use of your report”, “Attempts to collect 
debt not owed”, and “Managing an account”. 

For data analysis, the “issue” categories may be reduced , 
for example, from 76 to 15 “Issues”, by merging the lowest 
count issues into a single “other issue” category. Note that 
“issue” is correlated with “product”. 

C. Data size and distribution 
The class distribution of complaints is highly skewed. 

For “Product” in this subset, “Debt collection” (17,552) 
accounts for 26.27% of the complaints, “Money 
transfers" (666) for about 1%, and “Other financial service” 
(110) for less than 1%.  This is typical of real-world datasets. 
Fig. 3 is the histogram of complaints by “Product” category. 

III. PROBLEM STATEMENT AND METHODOLOGY 

A. Problem statement 
Text classification is formulated as a supervised machine 

learning task. Given a collection D = {d1, d2, …, dN} of N 
documents and a set C = {c1, c2, …, cK} of K classes, the 
problem is to assign to each document dj a corresponding 
class ck in C.  

In the binary classification case there are two possible 
classes (K=2). In the more general multi-class (also called 
multinomial) case, there are more than two classes (K>2). 
Similarly, the classification problem may be single-label 
(each document belongs to a single class) or multi-label 
(each document may belong to multiple classes). 

The classification classes are the categories of the 
“Product” and “Issue” labels (11 products and 15 issues),  
and each consumer complaint is assigned to only one 
“Product” and one “Issue” category; Below, we consider 
only the “Product” label. Our problem is thus multi-class, 
single-label classification.  

Additionally, in a supervised problem we have 
classification examples (d1, c1), (d2, c2), …, (dT, cT), T 
training examples from the dataset (supervised task), and our 
goal is to learn a CCD (Consumer Complaint Database) 
classifier from the training examples. 

B. Methodology 
In machine learning problems, such as text classification, 

the input and output data (input documents and output 
document classes) are represented as mathematical objects 
(feature vectors in a high-dimensional vector space), and the 
decision function, classifier or model to be learned maps the 
input representations to a corresponding output.  

The quality of a model is measured probabilistically, in 
terms of loss or error the model makes in its classification 
decisions, and the goal is to learn a model that minimizes the 
error. Alternatively, the quality of a model and its evaluation 

Fig. 2. CFPB Complaint length, in words

Fig. 3. CFPB Product Label Histogram



may be couched in terms of accuracy of the decisions, and 
the goal is to maximize accuracy. For text classification, 
information retrieval metrics of Precision, Recall and F1–
measure, are used as accuracy measures [2]. 

The consumer complaint documents may be viewed as 
sequences or characters or words over a given vocabulary 
(e.g, English), with significant structure imposed by 
language. However, a document may be usefully represented 
as set or “bag” of characters or words, or or as a set of n-
grams (a short sequence of n characters or words). 

A common document representation, used here, is the 
“bag-of-words” (BoW) representation, which may be binary, 
a normalized count, or a term frequency-weighted count of 
words in the document. This type of representation of 
documents looses the style and a lot of the meaning of a 
document, since word order is ignored. However, the 
representation has been highly successful for simpler 
document processing tasks like information retrieval and 
classification. 

Assuming words are drawn from a vocabulary V, each 
document becomes a numerical vector of dimension |V|, 
where |V| is the size of the vocabulary. Typically |V| is tens of 
thousands to hundreds of thousands or words in a document 
collection. In this case, each document becomes a |V|-
dimensional point in a document vector space (e.g., of 
dimension 20,000), and the goal of a classifier is to learn a 
function that separates documents in the vector space 
according to their class or classes (supervised machine 
learning). 

As in statistics, model evaluation requires awareness and 
rigor in the use of data and data sampling methods for 
problem analysis, model development and validation, and 
model testing.   In particular, an available working dataset 
may be split into training, validation, testing segments (e.g., 
80% training,  10% validation, and 10% testing), following 
well-known practice. 

Finally, data origin, vetting and ethics are increasingly 
important to consider, as solutions are considered, models are 
developed, and both are applied with important impacts on 
people and societies. These issues are briefly discussed in the 
final section of the paper. 

C. Data preparation and representation 
Data wrangling, exploratory data analysis and data 

manipulation are done with Python data science tools and 
libraries to discover issues with the data (e.g., missing 
values, duplicates, errors, etc.), determine the best feature 
representations of the data (feature engineering) and to 
transform the data to the formats needed by the machine 
learning models. 

The key data science libraries for this work include 
NumPy, pandas [13], and Scikit-Learn [14], and deep 
learning libraries Tensorflow [14] and Keras [15].  

For input preprocessing and representation in the first 
three models below, we restrict vocabulary size to |V|=20,000 
(e.g., eliminating words that occur only once in the dataset) 
and use bag-of-words document vectorization with term-
frequency, inverse document frequency (TF-IDF) weighting, 
using Scikit-Learn's TfidfVectorizer class. Each document is 
represented as a |V|-dimensional vector. 

D. Previous work 
Text classification [2, 3, 16] started with early work in 

information retrieval [11] and text analysis of documents 
with discrete symbolic representations of linguistic structure, 
including words, categories, phrases, meaning [17]. 

The practical development of statistical methods and 
large, trainable neural network models, since 2000, together 
with the success of deep learning since 2012 lead to new 
architectures, including word and character-level recurrent 
neural networks (RNNs), convolutional neural networks 
(CNNs) [7], long short-term memory (LSTM) [8], neural 
attention [9], and recently, transformers such as the BERT  
model, with Bidirectional Encoded Representations from 
Transformers [10].  

Recent previous work on financial text analysis and the 
Consumer Financial Protection Bureau (CFPB) dataset can 
be found in [12, 18, 19]. 

IV. MACHINE LEARNING MODELS 
We define two baseline text classification models and 

three modern deep learning models. 

A. Baseline model 1: Bag-of-Words with Naive Bayes 
Our first baseline model (BoW-MNB) is a Multinomial 

Naive Bayes classifier with the input preprocessing and 
representation described earlier, with bag-of-words, TF-IDF 
document vectorization. 

This model has vocabulary size |V|=20,000, uses the 
Scikit-Learn’s MultinomialNB and TfidfVectorizer classes, 
and reaches a 77.8% classification accuracy on test data. 

B. Baseline model 2: Bag-of-Words with MLP 
The second baseline model (BoW-MLP) is a multi-layer 

perceptron, with a similar BoW, TF-IDF document 
vectorization and vocabulary size |V|=20,000. The perceptron 
uses the Tensorflow-Keras API [14, 15]. 

This model has vocabulary size |V|=20,000, uses the 
Scikit-Learn and TensorFlow/Keras deep learning APIs, and 
reaches a 84.4% classification accuracy on test data. 

C. Bidirectional LSTM (Bi-LSTM) model 
The next model is a word-based long short-term memory 

[11], with a trainable input-word embeddings layer of 
embedding dimension 100 (E100-Bi-LSTM).  

# Model TfidfVectorizer
tokenizer = '(?u)\\b\\w\\w+\\b'
ngram = (1, 3)
max_features = 20000
vectorizer = TfidfVectorizer(

token_pattern=tokenizer, 
ngram_range=ngram, 
max_features=max_features)

# Model: MNB
tfidf_mnb_model = make_pipeline(

vectorizer, MultinomialNB())

# BoW-MLP model
output_classes = 11 # dataset classes
dense_nodes = 128   # hyperparam
dropout = 0.5       # hyperparam

model = Sequential()
model.add(Dense(dense_nodes, 

activation='relu', input_shape=(20000,)))
model.add(Dropout(dropout))
model.add(Dense(dense_nodes, activation='relu'))
model.add(Dense(

output_classes, activation='softmax'))



This model has similar vocabulary size |V|=20,000, and 
also uses the TensorFlow/Keras deep learning APIs. It 
reaches reaches a 83.1% classification accuracy on test data. 
Fig. 4. shows the Bi-LSTM model training over 10 epochs. 

Our final two models implement neural attention and are 
based on the BERT language model [10]. 

D. DistilBERT: Transformer large language model 
DistilBERT is a distilled version of BERT [20], with 40% 

fewer parameters and yet comparable performance. It is 
found in the HuggingFace transformers library [21]. It is a 
pre-trained large language model (LLM) with 66,961,931 
parameters [DistilBERT-base-uncased]. 

DistilBERT is fine-tuned end-to-end for two epochs with 
batch size 32 on  CFPB training data and reaches an 87.05% 
classification accuracy on test data. 

E. FinBERT: Transformer large language model 
Our final model is FinBERT, a BERT variant pre-trained 

for sentiment analysis on financial texts [22]. It is also a pre-
trained large language model with 109,490,699 parameters 
[ProsusAI/finbert]. The code is the same as for DistilBERT, 
except for the different model checkpoint. 

The pre-trained FinBERT is fine-tuned end-to-end for 
two epochs on CFPB training data and reaches an 88.05% 
classification accuracy on test data. 

In Fig. 5, the classification report shows the precision, 
recall and F-1 accuracy measure of the model for each of the 
output classification categories. 

In Fig. 6, the classification performance of the model is 
visualized in the model confusion matrix on the development 
or test sets, comparing expected model labels (ground truth) 
to the actual predicted labels from the model. 

# E100-Bi-LSTM model
lstm_size = 64      # LSTM hidden nodes
embed_dim = 100     # hyperparam
dropout = 0.3       # hyperparam

model = tf.keras.models.Sequential([
    tf.keras.layers.Embedding(

max_features, embed_dim),
    tf.keras.layers.Bidirectional(
        tf.keras.layers.LSTM(

lstm_size, dropout=dropout, 
recurrent_dropout=dropout)),

    tf.keras.layers.Dense(
dense_nodes, activation=‘relu’),

    tf.keras.layers.Dropout(dropout),
    tf.keras.layers.Dense(

output_classes, activation='softmax')
])

Fig. 4. Bi-LSTM Train/Dev loss and accuracy

# DistilBERT transformer model
model_ckpt = "distilbert-base-uncased"
num_labels = len(cfpb_product_names)
batch_size = 32

tf_model = 
hf.TFAutoModelForSequenceClassification. 
from_pretrained(model_ckpt, num_labels=num_labels)

tf_model.compile(optimizer=tf.keras.optimizers.
Adam(learning_rate=5e-5),
loss=tf.keras.losses.
SparseCategoricalCrossentropy(from_logits=True),
metrics=tf.metrics.SparseCategoricalAccuracy())

# FinBERT transformer model
model_ckpt = "ProsusAI/finbert"

Fig. 5. FinBERT Classification Report on CFPB Data

FIG. 6. FinBERT Test Confusion Matrix



A GitHub repository with models, python code, dataset, 
and Jupyter notebooks is available.  1

V. METRICS AND EVALUATION 

A. Hyper-parameters and classification accuracy 
We trained transformer models for two epochs, with 

batch size 32 and default model hyper-parameters. The best 
model , ProsusAI/FinBERT, has an archi tecture 
BertForSequenceClassification, with parameters as follow. 

We expect model performance to increase with more 
extensive training (additional CFPB data and more epochs) 
and hyper-parameter tuning. 

B. F1 and other evaluation metrics 
Table 1 summarizes the model performance of the five 

models considered here: For each model we show the 
number of parameters of the model, and its accuracy on the 
test and validation splits. 

Table 1. Model parameters and Dev-Test accuracy 

The best accuracies obtained, above 85%, are 
competitive with human levels of performance, as can be 
inferred from human inter-annotator agreement on similar 
multi-class classification tasks [2]. 

Note that the classification accuracy of a simple baseline 
classifier would be 9.09% (1/11) if a random class out of 
eleven is selected for each document, or 26.27% 
(17,552/66,806) if instead the most likely class (“Debt 
collection”) is always selected as a baseline. All models 
significantly outperform these baselines. The transformer 
models outperform other models by an absolute 4% points. 

C. Data size and compute equipment 
Exploratory data analysis of the full CFPB dataset of 

over 2,600,000 complaints in JSON format was done on an 
8-core Ubuntu notebook. The text classification models and 
results presented here use the Kaggle CFPB dataset with 
555,957 records and 66,806 records with non-empty 
consumer complaint narrative. Data analysis, models and 
results were run on a high-end MacBook PRO. 

D. Societal and ethical considerations 
The development of artificial intelligence and natural 

language processing applications poses societal and ethical 
implications for which there needs to be awareness, and that 
must be monitored and evaluated. Those include questions of  
(1) origins of the data and representativeness of populations 
impacted by it, and (2) questions of explainability, bias, 
fairness, future of work and other societal consequences that  
use of the data and development of artificial intelligence 
poses. 

Regarding (1), the demographic distribution of users 
represented in the data (ethnic origin, race, gender, and 
literacy level among others) may impact the quality of the 
applications (ML models) that may be created from it, the 
applications being highly accurate and thus beneficial for one 
group of users, but not always for others. 

Regarding (2), the data and methods used for model 
development and validation may similarly impact the quality 
of applications for users, and the fairness and bias that 
applications may show to one group of users. Increasingly, it 
is important that machine learning models be interpretable 
and explainable in terms of the decisions they make [23]. 

One component to address these issues is a dataset and 
model card for each dataset and ML model created. A model 
card documents the machine learning model with 
information about the training algorithms and parameters; 
training data sources, motivation, and preprocessing; 
evaluation data sources, motivation, and preprocessing;  
intended use and users; and model performance across 
different demographic or other groups and environmental 
situations [24]. 

This is an evolving issue, and governments and large 
organizations increasingly pay attention to it, including the 
European Union [25], the United States [26], and several 
academic institutions working in the field [27]. There are 
already concrete regulations and proposals for the 
development and deployment of AI/ML applications, 
including that presented here. Thus, organizations look to AI/
ML Ethics and Governance panels, to develop an inventory 
and track the use of the new technologies. 

VI. CONCLUSION 
Text classification and other natural language processing 

tasks are increasingly important use cases for business 
process automation in business and government, enabling the 
efficient and reliable classification, routing and other uses of 
billions of documents. We described the CFPB Consumer 
Complaints Database and implemented classical and recent 
large language machine learning models for multi-class 
complaint classification, obtaining an accuracy of 88.05% 
with the FinBERT transformer model. This accuracy is 
competitive with  the human level of performance on similar 
multi-class classification tasks, and the models developed are 
thus suitable for practical document automation and other 
business solutions. Human performance evaluation on our 
datasets and tasks is an effort that we explore in future work. 
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Model Model  
Parameters

Test 
Accuracy

Validation  
Accuracy

BoW-MNB -- 77.8% 79.0%

BoW-MLP 2,577,801 84.4% 86.7%

E100-Bi-LSTM 2,093,451 83.1% 85.6%

Fine-tuned 
DistilBERT-base

66,961,931 87.05% 86.86%

Fine-tuned 
ProsusAI/FinBERT

109,490,699 88.05% 87.56%

 https://github.com/nelscorrea/andescon20221

# FinBERT model hyper-parameters

“attention_probs_dropout_prob": 0.1,
"hidden_dropout_prob": 0.1,
"hidden_size": 768,
"layer_norm_eps": 1e-12,
"max_position_embeddings": 512,
"num_attention_heads": 12,
"num_hidden_layers": 12,
"vocab_size": 30522
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